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Abstract—in the current situation of the pandemic, most of the schools and institutions have changed their 

mode of teaching to the online mode, hence there is a sudden increase in the e-Learning Systems. Due to the 

e-Learning Systems, many students are facing issues connecting to these platforms. Some of the issues include 

no electricity, no proper internet connection, etc. Hence, there is a slight decrease in the student’s performance. 

Furthermore, some of the institutions are trying to improve the student performance and quality of education 

in the e-Learning Systems using Data Mining (DM) employed Machine Learning (ML) Technique. These 

techniques are used to analyze the student activity such as session time, login time, time spent in the e-

Learning Systems, etc., and then predict the performance of the student. Some of the studies have shown that 

the Machine Learning-Based techniques give a correct result only when the data is balanced. Hence it is 

required to choose the correct Machine Learning algorithm according to the data. Most of the existing Student 

Performance Prediction Techniques have designed their models by combining various Machine Leaning 

Algorithms to choose the best model according to the data. Furthermore, these techniques have not 

incorporated the feature importance to predict the performance of the student. Hence, this results in poor 

performance mostly for the multi-label classification. Thus, this paper gives a model using the XGBoost 

(XGB) Algorithm, named Feature Imbalance Aware XGB (FIA-XGB). The FIA-XGB uses the effective 

cross-validation technique to learn the correlation between the features and increase the performance of the 

model efficiently. The results show better performance in terms of prediction accuracy when compared with 

the existing Machine Learning Student Performance Prediction models. 

Keywords—Handover execution, Heterogeneous wireless network, Radio access technology selection, 

Machine learning. 

I.  INTRODUCTION 

In the current situation of the pandemic, most of the educational institutions, corporate businesses have changed 

their way of working. Furthermore, as the Internet and Information Technology (IT) are gradually increasing 

in the current situation, most of the teaching is being done in the online mode called e-Learning platform [1] 
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for most of the educational institutions. There are many challenges faced by the teachers and the e-Learning 

platforms to provide proper teaching methods, assess the students, etc. Hence there is a requirement for a model 

which predicts the performance of the student. Furthermore, there are many challenges to providing an accurate 

and reliable student performance prediction model [2]. Moreover, by designing an accurate model using the 

session streams acquired by the e-Learning platforms, we can predict the behavior of the student and student 

performance in the e-Leaning platforms. This is will help to increase the student’s performance by giving the 

correct content to the student so that he can focus more on that content to improve his/her performance.   

 

Fig. 1. General framework eLearning platform. 

Attaining the correct content to improve student performance is a big challenge in the current situation [3]. 

Some of the methods such as the adaptive personalizing method have been used to understand the student 

profile [4], [5]. In recent times, Machine Learning (ML) and Data Mining (DM) techniques are being used for 

the prediction of the performance of the student. The DM methods can establish useful data from the e-Learning 

data stream sessions [6] as shown in Figure 1. Moreover, these methods have an improved decision-making 

performance [7] using the data [8], [9]. Both the ML [10], [11], [12] and DM [13] methods provide promising 

results and are widely used in the network security business and education [14], [15], [16]. A new technique to 

extract the data from the education has been emerging named Education Data Mining (EDM) [17] as shown in 

Fig. 1, to enhance the students learning style [18], to understand the student behavior [19], and also to improve 

the student performance [20]. The EDM method is combined with various kinds of information [21], such as 

student session stream data, student academic performance data, and administration data, etc. In [22], [23], 

they have provided an EDM dataset that has been collected from various E-learning systems and contains 

various databases. In this, they have used various machine learning models and an ensemble learning technique 

to predict the performance of the student. The results show that the model has better prediction accuracy when 

compared with the existing systems. Though when the dataset is an imbalance in nature, then this model has 

failed to give better results and hence has a poor classification accuracy. In addressing this paper presents 
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feature imbalance aware-XGB for student performance prediction by incorporating effective cross validation 

mechanism. 

Research Contribution are as follows: 

• Improved better feature selection highly imbalanced student session stream data. 

• The FIA-XGB achieves better prediction accuracy than existing student performance classification 

models.   

Manuscript organization. In section II the detail survey of various existing methodologies and its limitation 

have been highlighted. The proposed methodology is discussed in section III. The experiment study using 

student session stream data is given in section IV. The last section significance of work is given and future 

research direction for enhancing student performance prediction outcomes. 

 

Fig. 2. Existing ensemble-based classifier for student performance prediction. 

II. LITTERATURE SURVEY 

This section conduct survey of recent work to enhance student performance in platform leveraging data mining 

and machine learning models; and highlight the limitation of recent works.   

Author 

name 

Methodology and 

significance 

Limitations 

Hussain 

et al., 

[5], 2018 

The model focused 

on analyzing 

student session 

stream data of 

open university 

However, when 

employed the 

model for different 

student session 

data these ML-
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through machine 

learning models. 

Good classification 

accuracy is 

achieved for Open 

University dataset. 

based model 

performance badly. 

Krishna

murthy 

et al., [8] 

Designed Student 

performance and 

risk prediction, risk 

through feedback 

according to 

context-based 

cognitive skill 

ranks. 

The model work 

only prior 

information of 

course is available 

and when tested 

under new 

environment poor 

classification 

accuracy is 

achieved [7]. 

Moubay

ed et al., 

[24] 

Designed Student 

engagement level 

prediction in e-

learning platform 

employing K-mean 

clustering 

algorithm. 

The model does 

not provide good 

result when feature 

size are varied 

considering multi-

class classification. 

Injadat 

et al., 

[22], 

2020 

Designed 

ensemble-learning 

by combining 

multiple ML 

algorithm such as 

SVM, RF, NB, 

MLP, and KNN 

for predicting the 

student 

performance at 

early stages and 

halfway as shown 

in Fig. 2. 

However, exhibit 

poor result when 

training dataset is 

imbalanced in 

nature. 

Injadat 

et al., 

Modelled an 

optimized bagging 

ensemble learning 

The model fails to 

establish feature 

impacting 
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[23], 

2020 

algorithm for 

improving 

prediction 

accuracy of student 

performance. 

performance of 

classifier. Along 

with poor 

classification is 

incurred when data 

is imbalanced in 

nature. 

III. STUDENT PERFORMANCE PREDICTION USING FEATURE IMBALANCE AWARE XGBOOST ALGORITHM 

This section present the working structure of proposed student prediction model using Data Imbalance XG 

Boost algorithm. XG Boost algorithm is an improvised version of Gradient Boosting algorithm [25] where 

weaker classifiers are combined together for constructing strong classifier for attaining better classification 

outcomes.  

 

Fig. 3. Architecture of proposed Feature Imbalance Aware XG Boost (FIA-XGB) algorithm for Student 

performance prediction.   

Let consider a student session stream data E = {(yj, zj); j = 1 … o, yj ∈ 𝒮n, zj ∈ 𝒮}, which composed of o 

samples of data with n features. Let ẑj defines the predicted outcome by models as follows 
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ẑj = ∑ gl(yj),   gl ∈ G

L

l−1

 

(1) 

where gl defines distinct regression tree and gl(yj) defines respective prediction outcome provided by 

respective l − th tree with respect to j − th sample. The regression tree gl  and its function can be learned 

through minimization of following objective equation 

𝒪 = ∑ m(zj, ẑj)

o

j=1

+ ∑ β(gl)

L

l=1

 

(2) 

In this work m defines training loss operation for measuring variance among predicated value ẑj and the 

actual value zj. In order to avoid over-fitting problem, the parameter β is used for penalizing complexity of 

predictive model as follows 

β(gl) = δU +
1

2
μ‖x‖2 

(3) 

where δ and μ defines the regularization parameter, U defines the leaf size and x defines score of different 

leaf. The ensemble tree is constructed is through summation process. Let ẑj
(u)

 defines the prediction outcome 

of the j − th sample considering u − th iterations, it requires to add gufor minimizing the below defines 

functions 

𝒪(u) = ∑ m (zj, ẑj
(u−1)

+ gu(yj))

o

j=1

+ β(gl) 
(4) 

In this work the feature selection process of standard XGB is modified by establishing better feature 

importance outcome to achieves improved prediction scheme. The feature selection process is improved by 

optimizing the cross validation with minimal validation error as follows 

CV(σ)

=
1

SM
∑ ∑ ∑ P (bj, ĝσ

−k(j)
(yj, σ))

j∈G−k

K

k=1

S

s=1

 

(5) 

In Eq. (5), to select ideal σ̂ for optimizing the student prediction model is attained as follows 

σ̂ = arg min
σ∈{σ1,…,σl}

CVs(σ) (6) 

In Eq. (5), M defines size of training dataset considered, P(∙) defines loss function, and ĝσ
−k(j)(∙) defines a 

function to compute coefficients. The proposed FIA-XGB based student performance prediction model achieve 

better classification accuracy in comparison with ensemble-based classifier as shown in below section. 
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IV. RESULT AND ANALYSIS 

This section discusses the result achieved using proposed FIA-XGB over existing ensemble-based student 

performance prediction model [22] in terms of accuracy, sensitivity, specificity, precision, and F-measure are 

used for validating student performance prediction model. The student session stream dataset used are obtained 

from [22]. The Fig. 4 shows the accuracy achieved using ensemble is 0.65 and FIA-XGB is 0.922. The Fig. 5 

shows the specificity achieved using ensemble is 0.65 and FIA-XGB is 0.925. The Fig. 6 shows the sensitivity 

achieved using ensemble is 0.857 and FIA-XGB is 0.9448. The Fig. 7 shows the precision achieved using 

ensemble is 0.857 and FIA-XGB is 0.9509. The Fig. 8 shows the F-measure achieved using ensemble is 0.857 

and FIA-XGB is 0.9473. From overall result achieved we can state the FIA-XGB is very efficient in 

comparison with ensemble based student performance prediction model. 

 

Fig. 4. Accuracy performance. 

 

 
Fig. 5. Specificity performance. 
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Fig. 6. Sensitivity performance. 

 

 
Fig. 7. Precision performance. 
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Fig. 8. F-measure performance. 

  

V. CONCLUSION 

This paper presented a feature imbalance aware XGB by incorporating effective cross-validation scheme that 

work well even when training data is imbalanced. Prediction enhancement is achieved through effective feature 

ranking mechanism. Experiment is conducted using standard student session stream data. The proposed FIA-

XGB model significantly improves accuracy, sensitivity, specificity, precision, and F-measure performance in 

comparison with ensemble based student performance prediction model.  

Future work would consider improving performance of FIA-XGB model under more diverse dataset. 
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